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Abstract

One of the main concerns for an Internet Service
Provider (ISP) is to optimize the distribution of network
traffic among its upstream providers, for example to bal-
ance bandwidth usage, or to distribute link costs evenly.
While outgoing traffic can be easily controlled, influencing
the volumes of incoming traffic is more challenging.

An effective and widely used technique to influence
the distribution of incoming traffic is AS-path prepending,
which consists in artificially inflating the length of the AS-
path of BGP announcements. Since shorter AS-paths are
often preferred, this can force incoming traffic to use dif-
ferent links. ISPs usually search for the optimal amount of
prepending on a trial-and-error basis.

In this work, we formulate the problem of finding the op-
timal amount of prepending as an Integer Linear Program-
ming problem, which permits to consider several optimal-
ity criteria and to embody many constraints. We also show
how efficient algorithms for the problem can be devised by
considering it from a Computational Geometry perspec-
tive. We believe that, under reasonable assumptions, this
theoretic approach can have interesting practical impacts.

1. Introduction

An Internet Service Provider (ISP) interacts with the rest
of the Internet using the Border Gateway Protocol (BGP).
For each of its IP prefixesP , it “announces”P to its neigh-
boring ISPs. In turn, such neighbors “pass” the announce-
ment ofP to their neighbors, etc. At each step, every ISP
receiving an instance of the announcement checks it against
its policies, compares it against other instances of the same
announcement received from other neighbors, selects the
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best according to the BGP metrics, and sends to its neigh-
bors only the selected one.

In this propagation process the ISP originatingP pro-
gressively “loses the control” of what happens. Such a
control is quite strong in the interaction with the immediate
upstreams. It is regulated by a contract and enforced with
several BGP features, likecommunities, prepending, etc.
However, from the second-third step what will happen to
the announcement ofP is, up to a large extent, uncontrolled
by the original ISP. Since the traffic takes the opposite di-
rection with respect to the one of the announcements, not
controlling the propagation of the announcements means
not controlling the incoming traffic flows.

Up to now, this topic attracted limited research interest
for several reasons:

1. Up to a few years ago, ISPs at the lower level of the hi-
erarchy often had one upstream only, and in this case
it is hard to influence the propagation of the announce-
ments.

2. A stable routing was often considered much more
important than an optimal traffic flow and the atten-
tion was often focused on stability rather than on effi-
ciency.

3. For an ISP the knowledge of the rest of the Internet
was quite poor.

Such obstacles are now less relevant than in the past.
Most ISPs are multi-homed. Stability is always a problem
but also the competition is and it is crucial to offer better
services at a lower cost. Many resources are available to
explore the structure of the Internet [9, 11, 2, 6].

Even a limited control on the propagation of the an-
nouncements could be used for:

1. Balancing the incoming traffic from the upstream
providers, to improve performance or to shape the
traffic according to the cost of the links.

2. Letting a large portion of the incoming traffic to
use a specific transit Autonomous System (AS) that
is known to be reliable and/or with high bandwidth
availability.
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3. Improving the distribution of the internal traffic flows
of an ISP.

An announcement of a prefixP is equipped with an
AS-path, which is the list of the ASes traversed by the an-
nouncement. At the beginning, the AS-path consists of just
the origin AS. When propagating an announcement, each
AS inserts (prepends) in the AS-path its identifier as the
first element. The length of the AS-path is one of the main
factors used to select the best path to reachP . Prepending
is a technique that deliberately “inflates” the length of an
AS-path. When an ISP does prepending it inserts its iden-
tifier several times (more than once) into the AS-path (see
Fig. 1).

AS 2497 AS 4777
193.204.0.0/15

2497 3549 137 137 137

Figure 1. An example of usage of prepend-
ing. AS 2497 sends AS 4777 an announce-
ment of prefix 193.204.0.0/15, which is orig-
inated by AS 137. From the AS path, it is
possible to see that AS 137 announces its
prefix with prepending (137 137 137), while
the other ASes do not apply prepending.

We give a contribution to the problem of engineering the
incoming traffic flows of an AS proposing two, in our opin-
ion, promising approaches for the problem of choosing the
optimal prepending. First, we present the current state of
the art for this problem (Section 2). Then, we show how
to formulate the problem with Integer Linear Programming
techniques (Section 3). This allows to consider several op-
timality criteria and to embody many constraints. We also
show how efficient algorithms for the problem can be de-
vised by considering it from a Computational Geometry
perspective (Section 4). We then argue about the practical
impact of these research directions (Section 6).

2. Previous Work

The following brief survey on the state of the art in this
field puts in evidence that only a few works address the
optimal prepending problem directly.

An introduction to the basic principles of traffic engi-
neering is made by Awduche et al. in [12]. This work
mainly focuses on intra-domain traffic engineering, but it
also presents some considerations about inter-domain rout-
ing.

Feamster et al. propose in [15] some objectives and
guidelines for inter-domain traffic engineering using BGP.
They show how data from BGP tables and from Net-
Flow [4] archives can be used to predict traffic flow

changes, to limit the influence of neighboring ASes on
the routing choices, and to reduce the overhead of routing
changes.

Some BGP-based techniques for traffic engineering are
presented in [21] by Quoitin et al. Such a work describes
how to control both the incoming and the outgoing traffic
of an ISP, but does not present an experimental study.

Another description of BGP-based techniques for traf-
fic engineering is made by Swinnen et al. in [22]. It also
contains an experimental study of the impact of AS-path
prepending on incoming traffic volumes. In their study,
they use the Javasim [7] event-driven simulator for running
a BGP model over a topology built with the topology gen-
erator Brite [3]. They show that the distribution of inter-
domain paths is actually affected by AS-path prepending.

Chang and Lo [13] approach the problem of finding the
optimal prepending by using two kinds of measurements
on the network. They collect NetFlow [4] data (passive
measurements) and probe the network withping packets
in order to discover the upstream ISPs’ routing policies
with respect to the AS-path length (active measurements).
Both kinds of measurements are used to predict the im-
pact of prepending variations on network routing. They
also test their methodology on a dual-homed AS. This ap-
proach, although effective, does not efficiently scale-up
with the number of upstreams. The same paper shows that
prepending-based techniques favorably compare with alter-
native methods.

Other contributions focus on the impact of routing poli-
cies on the length of the AS-paths [23, 16].

Further, it is worth mentioning that several “route con-
trol” tools are available to automatically perform traffic en-
gineering [8, 5, 1]. These solutions consist of devices that
analyze live data flows and, if needed, adjust the network
configuration according to user defined policies (applica-
tion priorities, expected network behavior, performance,
etc.). Some route control tools also claim to perform in-
coming traffic optimization by tuning BGP announcements
of local prefixes [8]. In our opinion, such tools would bene-
fit from theoretically sound formulations of incoming traf-
fic engineering via prepending.

3. Model and Integer Linear Programming
Formulation

In this section, we first define a model to describe the
prepending choices of an ISP and their effects on Internet
routing. Second, we describe an Integer Linear Program-
ming (ILP) formulation framework that can be used as a
starting point to compute the optimal prepending, and dis-
cuss several alternative ILP objective functions.

Let A be the set of all the ASes. Consider a specific AS
t, calledtarget, announcing a prefixP to its peers. We call
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upstreamssuch peers and denote them byU (U ⊂ A). We
assume they are numbered1, . . . , |U |.

Each ASa (but t) receives one or more announcements
aboutP and chooses one, based on the length of the AS-
path associated with them.

We define a partition of the ASes ofA − {t} into sets
A0, A1, . . . , A|U|, whereAi is the set of the ASes that
reachP through upstreami. Set A0 is used to denote
the ASes that have two (or more) shortest paths to reach
P . More formally, if a has exactly one shortest AS-path
to reachP , we say thata belongs toAi, wherei ∈ U

is the last AS occurring in the AS-path beforet. If a has
two or more shortest paths to reachP , each using a dif-
ferent upstream link oft, we say thata belongs toA0.
Essentially,A0 contains the ASes whose choice cannot be
predicted by simply looking at the length of the AS-path.
Fig. 2.(a) shows a simple network illustrating the model.
Nodes represent ASes and edges represent peerings. We
assume that policies allow announcements to traverse the
network without constraints. Further, we assume that ASes
choose the best announcement concerningP on the basis
of the sole AS-path length. We refer to a simple model
where attributes such as Local-Preference, MED, etc. are
not used.

By using prepending, ASt can try to affect the way in
which the other ASes reachP . AS t uses a prepending
wi ≥ 1 when announcingP to AS i, i ∈ U if it inserts
its identifier in the AS-pathwi times. Consider again the
network of Fig. 2.(a). Suppose thatt wants to decrease the
number of ASes that reachP through AS2 (i.e., it wants to
decrease the size ofA2). It can apply prependingw1 = 1,
w2 = 3, w3 = 1, andw4 = 1. The new setsAi are shown
in Fig. 2.(b).

An administrator oft could use prepending for different
purposes.

• EQUAL-CARDINALITY . The first possibility is to bal-
ance as much as possible the cardinalities of the sets
Ai. This, to a first approximation, corresponds to bal-
ancing traffic tot coming from its upstream links.

• EQUAL-LOAD. Another possibility is to take into ac-
count the amount of traffic sent by each AS tot, so
that the load on each upstream link is balanced.

• SHAPE-BANDWIDTH . Bandwidth requirements can
be considered as well. The aim then becomes to com-
pute a prepending assignment such that the load on the
upstream links conforms to bandwidth availability.

• EQUAL-COST. It is also possible to introduce a cost
model for the upstream links, which takes into account
their usage. This leads to search for the prepending
assignment that ensures the best cost sharing.

• EQUAL-COST-THRESHOLD. The cost model can be
refined to introduce a fixed base cost and a threshold,
so that additional charges are only applied when the
threshold is crossed. ISPs often apply this kind of
charging in their contracts.

We now propose an ILP formulation of the problem
of finding the “best” prepending. Observe that a naı̈ve
approach to find the optimal prepending could consist of
trying every possible combination of prepending amounts
and choosing the combination that minimizes a specific
objective function. This could require a great number of
attempts, and for each attempt a considerable amount of
time. Actually, after a fault, the network is known to con-
verge within few minutes [18, 17]. However, many con-
secutive routing updates can easily trigger route flap damp-
ing [20, 24]. Experimental settings which need to repeat-
edly send updates at fixed rates adopt time intervals of
2 hours [19]. Furthermore, ISPs may deprecate a great
amount of configuration changes on the part of their peers.
This is why we consider approaches that can achieve opti-
mality with a limited number of attempts.

The ILP formulation we propose is as follows:

• Constantsdai are an input of the problem, and the
ISPt is supposed to know them (we shall see in Sec-
tion 6 which is the practical impact of this assump-
tion). They represent the length of the shortest AS-
path froma to i, whenP is announced toi only.

• wj represents the amount of prepending through up-
streamj.

• Variablescai are used to model how the ASes choose
to reach prefixP . Namely,cai is 1 if AS a uses up-
stream linki to reachP . 0 otherwise.

• We consider the following generic objective function,
that will be refined later on.

min f(cai) (3.1)

There are two main types of constraints: CHOICE-
CONSTRAINTSand TIE-CONSTRAINTS.

CHOICE-CONSTRAINTS (3.2) model the choice of an
AS that has only one shortest AS-path to reachP . In par-
ticular, if AS a chooses upstream linki (cai = 1), then the
corresponding AS-path is the shortest one and there is no
other path with the same length involving a different up-
stream link:

∀a ∈ A − {t}, i ∈ U :

cai = 1 ⇒ ∀j ∈ U − {i} : wj + daj > wi + dai

In order to write this implication in the form of a set of
linear constraints, we introduce a constantM . We choose
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Figure 2. (a) AS t is a targetAS, ASes 1, . . . , 4 are its upstreams. The figure shows the sets A0, . . . , A4.
(b) The effect of prepending. Edge labels represent prepend ing amounts. The figure shows the sets
A0, . . . , A4 after changing the prepending.

M large enough to ensure that constraints 3.2 are satisfied
whenevercai = 0.

∀a ∈ A − {t}, ∀i, j ∈ U, i 6= j :

wj + daj > wi + dai + (cai − 1)M (3.2)

TIE-CONSTRAINTS (3.3, 3.4, and 3.5) model the case
in which ASa knows (at least) two shortest paths to reach
P through two different upstreamsi andj. When this hap-
pens,eaij is 1. Otherwise,eaij is 0. Obviously, the two
paths throughi andj have the same length:

∀a ∈ A − {t}, ∀i, j ∈ U, i 6= j :

eaij = 1 ⇒ wi + dai = wj + daj

and their length is that of a shortest path:

∀a ∈ A − {t}, ∀i, j ∈ U, i 6= j :

eaij = 1 ⇒ ∀k ∈ U : wi + dai ≤ wk + dak

Again, we use a constantM that is large enough to sat-
isfy constraints 3.3, 3.4, and 3.5 wheneaij = 0.

∀a ∈ A − {t}, ∀i, j ∈ U, i 6= j :

wi + dai ≥ wj + daj + (eaij − 1)M (3.3)

wj + daj ≥ wi + dai + (eaij − 1)M (3.4)

∀a ∈ A − {t}, ∀i, j, k ∈ U, i 6= j :

wi + dai + (eaij − 1)M ≤ wk + dak (3.5)

Constraint 3.6 is introduced to ensure that each ASa

either belongs to oneAi or belongs toA0. Note that, if

a ∈ A0, there can be more than oneeaij that is set to 1.
Observe that constraints 3.2, 3.3, and 3.4 prevent the two
situations from happening simultaneously.

∀a ∈ A − {t} :

∑

i∈U

cai +
∑

i,j∈U,i6=j

eaij > 0 (3.6)

Constraints 3.7 to 3.10 are used to define the domains of
the variables.

∀a ∈ A − {t}, i ∈ U : cai ∈ {0, 1} (3.7)

∀a ∈ A − {t},
∀i, j ∈ U, i 6= j : eaij ∈ {0, 1} (3.8)

∀i ∈ U : wi ∈ N, (3.9)

wi > 0 (3.10)

Let n = |A| and m = |U |. The size of the prob-
lem is dominated by constraints 3.5, which give raise to
(n − 1)m2(m − 1) inequalities.

Objective function 3.1 can be used to implement sev-
eral requirements, as follows. Standard operations research
techniques can be used to plug all the following objective
functions in the ILP.

EQUAL-CARDINALITY .

f(cai) = max
i,j∈U





∑

a∈A−{t}
cai −

∑

a∈A−{t}
caj



 (3.11)

EQUAL-LOAD. Let la, a ∈ A − {t} be the amount of
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traffic that ASa sends toP .

f(cai) = max
i,j∈U





∑

a∈A−{t}
caila −

∑

a∈A−{t}
caj la





(3.12)
SHAPE-BANDWIDTH . Let bi, i ∈ U be the available

bandwidth on upstream linki.

f(cai) = max
i∈U

∣

∣

∣

∣

∣

∣

∑

a∈A−{t}
caila − bi

∣

∣

∣

∣

∣

∣

(3.13)

Minimizing 3.13 corresponds to limiting traffic bursts
and, at the same time, maximizing link usage.

EQUAL-COST. Let costi be the cost that ASt has to pay
for the upstream linki.

f(cai) = max
i,j∈U

(costi − costj) (3.14)

Function 3.14 can be used in conjunction with different
cost models (i.e., different definitions ofcosti). For exam-
ple, let uniti be the cost for the unit of traffic that flows
through upstream linki. The following constraint defines a
simple linear cost model:

∀i ∈ U : costi = uniti
∑

a∈A−{t}
caila (3.15)

EQUAL-COST-THRESHOLD. A more realistic cost
model that can be used with objective function 3.14 is the
one in which upstream links have a fixed base costbasei
and traffic exceeding a thresholdthreshi is chargeduniti
per unit.∀i ∈ U :

costi = max







∑

a∈A−{t}
caila − threshi, 0







uniti + basei

3.1. Dealing with Ties

As already discussed, given a prepending assignment,
an ASa can have two or more shortest AS-paths to reach
P , each using a different upstream link oft. In this case,
we say that there is atie at ASa. The AS-path chosen bya
to reachP cannot be predicted on the basis of the sole AS-
path length. Since ties correspond to unpredictable choices,
we would like not to introduce ties at all.

Observe that a prepending assignment that does not give
rise to ties always exists (just setw1 = 1 andwi = n,
i = 2, . . . , m), but it is possible to show that such an as-
signment can be arbitrarily bad.

As an example, consider the network in Fig. 3 and sup-
pose to rule out those prepending assignments that intro-
duce ties. In this network, there are two AS-paths between

1

3 4 5

2

7

t

6

Figure 3. A network for which ties can only be
avoided with trivial prepending assignments
(e.g., w1 = 5 and w2 = 1 or w1 = 1 and w2 = 5).

AS 1 and AS 2: one of odd length (1 3 4 5 2) and one of
even length (1 6 7 2). Every prepending assignment such
that |w1 − w2| = 2k, k = 0, 1 introduces a tie at one of
the ASes in the path 1 3 4 5 2. On the other hand, ev-
ery prepending assignment such that|w1 − w2| = 2k + 1,
k = 0, 1 introduces a tie at one of the ASes in the path 1
6 7 2. Therefore, ties are only avoided by using prepend-
ing amounts such that|w1 − w2| ≥ 4. In this way, all the
ASes would fall into eitherA1 or A2 and, for example, the
objective function EQUAL-CARDINALITY would assume
high (i.e., bad) values, which is undesirable.

Consider that a configuration similar to the one in Fig. 3
is likely to appear in real world instances. In conclusion,
looking for solutions that do not introduce ties can lead to
very poor prepending assignments.

This is the reason why objective functions do not con-
sider ASes inA0. However, once an optimal prepending
assignment has been found by using the ILP, the number
of ASes inA0 provides an estimate of the quality of the
assignment itself: assignments with a low number of ties
should be preferred. All the ASes inA0 may then be arbi-
trarily assigned to one of theA1, . . . , A|U| (i.e., the corre-
spondingcai can be set to 1). By doing so, it is possible
to explore the range of values that objective functions can
assume, thus deriving bounds on the quality of the assign-
ment.

3.2 Considering Multiple Prefixes

The model we have introduced assumes that ASt an-
nounces a single prefixP . However, an AS typically an-
nounces many prefixes to its neighbors. Both the model
and the ILP formulation can be modified to consider mul-
tiple prefixes. Since different policies can be applied for
each prefix, the input valuesdai depend on the specific pre-
fix being considered.

In particular, suppose thatt announcesp prefixes
P1, P2, . . . , Pp. We can introduce vectorsdai, such that
thek-th component (dai[k]) of vectordai is the length of
the shortest path froma to i whent announcesPk to i only.
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Similarly, also variableswi, cai, eaij can be replaced by
vectors, and the setsAi can be organized in a vector as
well. When using objective functions EQUAL-LOAD, the
quantitiesla become vectors too.

Constraints 3.2 to 3.10 must be written for each pre-
fix Pk, and they must use the valueswi[k], dai[k], cai[k],
andeaij [k].

Objective functions should be modified to consider
all the prefixes. For example, function EQUAL-
CARDINALITY (3.11) can be replaced with the following:

f(cai) = max
i,j∈U





1≤k≤p
∑

a∈A−{t}
cai[k] −

1≤k≤p
∑

a∈A−{t}
caj [k]





Also, the cost models should be rewritten. For example,
the linear cost model 3.15 can be replaced by the following:

∀i ∈ U : costi = uniti

1≤k≤p
∑

a∈A−{t}
cai[k]la[k]

4. A Computational Geometry Approach

We now show how computational geometry ingredients
can lead to efficient algorithms for the optimal prepending
problem. For simplicity, we focus on the case in whicht

has 3 upstreams (i.e.,m = 3). Our considerations can be
generalized to a greater number of upstreams.

For any choice of prepending, it is possible to map
each ASa ∈ A − {t} to a point in a 3-dimensional Eu-
clidean space, parametrically with respect to the amount of
prepending. In particular, if we consider a coordinate sys-
temOX1X2X3, such a point has coordinates[x1, x2, x3]

T ,
wherexi = dai + wi, i = 1, 2, 3.

This space can be partitioned into regions so that all the
points falling in the same region correspond to ASes in the
sameAi, i = 1, 2, 3. Points belonging toA0 fall on the
boundary between regions. Changing the prepending re-
sults in translating all the points or, equivalently, the coor-
dinate system. In this way, points can shift from one region
to another.

More precisely, the correspondence among the regions
and the setsAi, i = 1, 2, 3 is as follows:

A1 ↔
{

x1 < x2

x1 < x3

A2 ↔
{

x2 < x1

x2 < x3

A3 ↔
{

x3 < x1

x3 < x2

(4.16)

Each pair of regions corresponding to(Ai, Aj), i, j =
1, 2, 3, i 6= j is separated by a boundaryBij :

B12 :

{

x1 = x2

x3 ≥ x1

B23 :

{

x2 = x3

x1 ≥ x2

B13 :

{

x1 = x3

x2 ≥ x1

(4.17)

The union ofB12, B13, and B23 corresponds to the
setA0. The intersection ofB12, B13, andB23 defines a
straight liner : x1 = x2 = x3.

The following property holds.

Property 1 ∀k > 0, ∀wi, i = 1, 2, 3: the setsAj ,
j = 0, 1, 2, 3, do not change when the prepending is set to
w′

i = wi + k.

Property 1 can be proved by showing that using
prependingw′

i = wi + k is equivalent to translating points
in the same direction asr.

As a consequence of Property 1, studying the effect of
prepending does not require considering all the combina-
tions of prepending amounts. For example, it is possible
to keep the prepending on an upstreami fixed, while only
altering the others. Hence, the componentxi is fixed as
well, which corresponds to projecting points on one of the
coordinate planes. Consider that, if we fix a prepending
amount, others may become negative while searching for
optimal prepending. This can be amended by translating
all the points in the same direction asr in order to move
them to the first octant without altering the composition of
setsAi, i = 0, 1, 2, 3.

To exploit the symmetry of our construction, we project
the points on the planeH : x1 + x2 + x3 = 0, which
passes through the originO and whose normal isr. After
projection, boundaries 4.17 become half lines. In order to
easily figure out the disposition of the points and the shape
of the regions after projection, we now consider a coordi-
nate systemOX ′

1X
′
2 such that axisX ′

2 coincides with the
projection ofX2 over H and axisX ′

1 also belongs toH
and is orthogonal toX2.

Using standard linear algebra, it’s easy to see that a point
[

x1 x2 x3

]T
becomes

[

x′
1

x′
2

]

=

[

x1−x3√
2

−x1+2x2−x3√
6

]

in the coordinate systemOX ′
1X

′
2. Note that each point on

H is the projection of a line parallel tor.
In Fig. 4, half linesX1, X2, X3 represent the projection

of the positive half of the of axesX1, X2, X3, which parti-
tion the plane into three regions corresponding toA1, A2,
A3. Points falling overX1, X2, or X3 correspond toA0.
Optimal prepending is obtained by placing the originO so
that one of the objective functions 3.11, 3.12, 3.13, 3.14 is
minimized. Note that in 3.11, 3.12, 3.13, 3.14 the values of
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X1X3

2X  =X’
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O
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A

1
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3

Figure 4. The projection on the plane H of
the axes X1, X2, X3 and the coordinate sys-
tem OX ′

1X
′
2. Point P is the projection of the

straight line x1 = t, x2 = t+
√

6−
√

2

2
, x3 = t−

√
2.

thecai can be easily computed on the basis of the disposi-
tion of the points onH .

Let M = maxa∈A−{t},i=1,2,3 dai. The hexagon of
side M lying on H and centered inO contains all the
points. By projecting onH we need3M2 attempts to find
the position of the originO that gives optimal prepend-
ing (see Fig. 5). If we consider any of the objective func-
tions 3.11, 3.12, 3.13, 3.14, each attempt takesO(n) time to
compute the value of the function. In general,M is O(n),
and this corresponds to havingO(n3) complexity.

The above considerations lead to the following theorem.

Theorem 1 Given a network withn ASes and a target AS
announcing a prefix to3 upstream providers, the optimal
amount of prepending to be used in the announcements can
be found inO(n3) time.

This holds for any of the objective functions EQUAL-
CARDINALITY , EQUAL-LOAD, SHAPE-BANDWIDTH ,
EQUAL-COST, EQUAL-COST-THRESHOLD described in
Section 3. This result can be generalized to an arbitrary
numberm of upstreams, thus leading to computational
complexityO(nm).

5. Efficient Computational Geometry Algo-
rithms

Theorem 1 proposes anO(n3) exhaustive algorithm to
search for optimal prepending. One can argue that more

MM

M

X3 X1

X2

Figure 5. The points represent all the possi-
ble placements of origin O, corresponding
to different prepending assignments. The
drawing lies on the plane H . Finding opti-
mal prepending requires placing origin O in
3M2 different points.

clever techniques can lead to better results.
Exploring the prepending space by local search tech-

niques is hard due to local minima. For example, consider
a hill climbing search, in which it is possible to move from
one prepending configuration by changing only onewi,
i = 1, 2, 3 of one unit. Fig. 6 shows a situation in which
this kind of search is not effective for pursuing EQUAL-
CARDINALITY .

An alternative approach consists in trying to avoid all
the prepending assignments that lead to the same setsAi,
i = 0, 1, 2, 3. For this purpose, the planeH can be consid-
ered partitioned inequivalence areas, so that placingO in
any of the points of an area leads to the same setsAi. These
areas are represented with different gray tones in Fig. 7.

Let R be the set of all equivalence areas andn = |A|.
Suppose to add one point at a time. Each point introduces
(n−1)+2 new equivalence areas. Hence,|R|n = |R|n−1+
n + 1 and |R|1 = 3. Therefore, we have that|R|n =
n2

+3n+2

2
.

In real settings it is not unusual that a small set of ASes
is responsible for a large amount of the ISP incoming traf-
fic [22]. In such situations we can consider only those ASes
that generate most of the traffic, and hence we can have
n << M (i.e., even with a small number of ASes we may
have large distance values). In this case, exploiting equiva-
lence areas can lead to a great speedup.

The set of all the equivalence areas is described by an
arrangement of3n half lines. In [14] is presented an al-
gorithm for describing and enumerating the arrangement
which takesO(n2) time, and this is shown to be optimal.
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O

O

(a) (b) (c) (d)

Figure 6. Using hill climbing search may not give optimal pre pending. With respect to EQUAL-
CARDINALITY , we have: (a) a local minimum with f(cai) = 5; (b) by moving against hill climbing, we
get f(cai) = 6; (c) f(cai) = 5; (d) f(cai) = 4.

This result is also valid for an arbitrary dimension. That
algorithm works with straight lines. However, consider-
ing the arrangement with straight lines instead of half lines
does not increase the complexity of the arrangement. In
fact, suppose to replace half lines with straight lines. Then,
|R|n = 3n2 + 2n + 1, since|R|n = |R|n−1 + 6n − 1 and
|R|1 = 3.

2

X1X3

2X  =X’

1X’

P’’’

P’

O
P’’

A
1

A
2

A
3

Figure 7. A configuration of points ( P ′, P ′′,
P ′′′) after projection on H . The drawing lies
on the plane H . Shaded areas are equiva-
lence areas.

6. Concluding Remarks

We focus on the problem of optimizing the distribution
of the incoming traffic of an ISP. In particular, we introduce
a model to compute the optimal prepending that the ISP
should use in its BGP announcements. We propose sev-
eral optimality criteria, and we show how to compute opti-
mal prepending both by using an Integer Linear Program-
ming formulation and by exploiting Computational Geom-
etry techniques.

In our model, the lengths of the shortest AS-paths from
each AS to each upstream are supposed to be known. How-
ever, we believe that this assumption does not prevent the
approach to have a practical impact. First, observe that in
order to compute such lengths the knowledge of the whole
network is not required. On the contrary, it is possible to
announce a prefix to one upstream at a time and to measure
how it reaches the remote ASes.

Second, the amount of information needed in practical
cases is far less than the theoretical bound. A few ASes
can be responsible for a large amount of incoming traffic.
Restricting to these “critical” ASes (which can be automat-
ically identified by exploiting widely adopted tools such as
NetFlow) would provide a reasonable solution with a lim-
ited amount of input data.

Finally, the AS-paths of the announcements reaching the
remote ASes may be retrieved from several sources. The
Oregon Route Views Project [11] and RIS [9] collectors cu-
mulatively offer a view of hundreds of ASes. Also, tracer-
oute servers and BGP looking glasses [10] provide a long
list of ASes for which such information is available. As
a last resort, for those critical ASes not covered by these
sources, an assumption of symmetric routing may be tried,

8



and the reverse AS-path may be considered.
Due to the assumptions above, and to behaviors that

are not modeled (like local preferences, “prefer customer”
policies etc.) the solution found may be not optimal, and
local search, as described in [13], may be required to refine
it.

It would be interesting to investigate the impact of
prepending choices on the stability of the Internet. Sup-
pose that the interest for inter-domain traffic engineering
increases and suppose that several ISPs start performing
aggressive routing control based on prepending. That is,
suppose that ISPs systematically “play” the game of influ-
encing routing using prepending. By applying game theory
techniques, it is possible to study whether this game admits
a (Nash) equilibrium.
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